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Nomenclature 
 

Abbreviations  

IGV Inlet Guide Vane 

LHV Low Heating Value 

LWR Light Water Reactor 

NHES Nuclear Hybrid Energy System 

PEM Polymer Electrolyte Membrane 

SMR Small Modular Reactor 

  

Symbols  

𝑛𝑛𝑒𝑢 Neutron density 

𝑡 Time 

𝜌𝑛𝑢𝑐 Reactivity 

𝛽𝑚𝑖𝑥 Effective delayed neutron fractions 

Λ Neutron generation time 

𝜆 Decay constant for single group of delayed neutrons 

𝐶𝑛𝑒𝑢 Concentration of single average group of delayed neutrons 

𝑇 Temperature 

𝛼 Temperature feedback coefficient 

𝑧 Control rods position 

𝑝2, 𝑝1, 𝑝0 Control rods parameters 

𝜌 Density 

𝑉 Volume 

𝐶𝑝 Heat capacity 

𝑊 Power 

ℎ𝑐𝑜𝑛𝑣 Convective heat transfer coefficient 

𝐴𝑠 Surface area 

𝑚̇ Mass flow rate 

𝐸𝑓 Average recoverable energy per fission 

 𝜎𝑓
235 Microscopic cross section of Uranium 235 

𝑁235 Atomic number density of Uranium 235 

𝜅𝑚 Thermal conductivity of the coolant 

𝐷ℎ Hydraulic diameter 

𝑅𝑒 Reynolds number 

𝑃𝑟 Prandtl number 

𝑁𝑢 Nusselt number 

𝑚̇ Mass flow rate 

𝜂 Efficiency 

𝑁̇ Molar flow rate 

𝐼 Current 

𝐹 Faraday’s constant 

𝑛̇ Molar flow rate per area 

𝑦 Molar fraction 

𝐶 Concentration 



𝑃 Pressure 

𝑅 Gas constant 

𝛿𝑒 Thickness 

𝐷𝑒𝑓𝑓 Effective diffusion coefficient 

𝑛𝑑 Electro-osmotic drag coefficient 

𝐷𝑤 Diffusion coefficient of water 

𝑡𝑚𝑒 Membrane thickness 

𝜖 Porosity of electrodes 

𝜖𝑝 Percolation threshold 

𝐷𝐴 −𝐵 Binary diffusion coefficient for species A and B 

𝑇𝑐, 𝑃𝑐 , 𝑀𝑊 Critical temperature, pressure and molecular weight 

𝑉𝑜𝑙 Real cell voltage 

𝐸 Ideal open circuit voltage 

𝜂𝑎𝑐𝑡 Activation overvoltage 

𝜂𝑜ℎ𝑚 Ohmic overvoltage 

𝐸𝑟𝑒𝑣
0  Reversible cell potential 

𝑖0 Exchange current density 

𝛼𝑎𝑛 Charge transfer coefficients at anode 

𝛼𝑐𝑎𝑡 Charge transfer coefficients at cathode 

𝜎𝑚𝑒 Material conductivity 

𝑛𝐻2
 Number of hydrogen moles 

ℎ𝑐𝑎𝑣 Convective heat transfer coefficient between the hydrogen 

gas inside the cavern and the wall of the cavern 

𝑧𝑐𝑜𝑚𝑝 Hydrogen compressibility factor 

𝐻 Enthalpy 

𝑔 Gravitational acceleration 

𝐷 Cavern depth 

𝐻 Cavern height 

𝑖 Current density 

𝜆 Membrane water content 

𝑃𝑅𝑐 Compression ratio 

𝛾𝑐 Cold end ratio of specific heat 

𝜃𝐼𝐺𝑉 Angle of IGVs 

𝑇𝑓𝑖𝑟𝑒 Turbine firing temperature 

𝜂𝑐𝑜𝑚𝑏 Combustion efficiency 

𝛾ℎ Hot end ratio of the specific heats 

  

Subscripts  

𝑎𝑛 Anode 

𝑐𝑎𝑡 Cathode 

𝑖𝑛 Inlet 

𝑜𝑢𝑡 Outlet 

𝑔𝑒𝑛 Generated 

𝑚𝑒𝑚 Membrane 

𝑐𝑜𝑛𝑠 Consumed 



𝑒𝑜𝑑 Electro-osmotic drag 

𝑑𝑖𝑓𝑓 Diffusion 

𝑎𝑐𝑡 Activation 

𝑖𝑠 Isentropic 

𝑡𝑢𝑟𝑏 Turbine 

𝑡ℎ𝑒𝑟𝑚 Thermal 

𝑐𝑜𝑟𝑒 Nuclear reactor core 

𝑚 Coolant 

𝐻2 Hydrogen 

𝑤 Wall 

𝑐𝑎𝑣 Cavern 

𝑐𝑜𝑚𝑝 Compressor 

𝑠𝑡𝑒𝑎𝑚 Steam 

𝑒𝑙𝑒𝑐 Electrolyzer 

𝑛𝑜𝑚 nominal 

𝑎 Air 

𝑜 Reference 

𝑒 Exhaust  

𝑎𝑚𝑏 Ambient 

𝐺𝑎𝑠𝑇𝑢𝑟𝑏 Gas turbine 

𝐵𝑟𝑎𝑦𝑡𝑜𝑛 Brayton cycle 

𝑟𝑒𝑐𝑢𝑝 Recuperator 
 

 

1. Introduction 

 The electricity market in the United States is moving away from fossil fuel sources and 

towards a mixed energy source market, with emphasis on renewable energy such as solar, wind, 

etc. However, an increase in variable renewable energy sources in the grid system causes technical 

and economic challenges due to the high variability, intermittency and low-capacity factors of 

renewable energy plants [1], [2], [3]. Power systems with integrated renewable energy sources 

require greater system flexibility at all times to make sure the supply-demand balance is 

maintained [4], [5], [6]. To meet the demands that are not met by renewable energy sources, load 

following power plants are usually needed to replace the renewable sources during peak demands. 

Natural gas power plants are usually used for this purpose [7], which have low capital cost and 

high operating cost and emit significant greenhouse gases [8]. To be able to decarbonize and work 

towards a green and clean future of electricity, traditional and reliable sources must be replaced by 

other low or free carbon sources such as nuclear power plants [9], [10]. 

 Nuclear power plants offer several benefits such as high reliability, high-capacity factors, 

and a low carbon footprint [11]. However, to maximize the benefit of nuclear power plants, they 

must be operated at maximum capacity at all times to minimize the LCOE for these plants. Further, 

accelerated fuel depletion can develop when nuclear power plants have to ramp up and down to 

meet the grid demand. Nuclear power plants often operate at “base load” during low demand time, 

and sell surplus electricity to the grid usually at low or negative prices [8], [12]. This is because 



renewable energies peak at certain times of the day, which leads to volatile daily prices. During 

high renewable capacities, the market price of electricity can go down to negative values [13]. 

 Nuclear power’s problem of inflexibility is due to both technical and economic reasons. 

Nuclear reactors adjust power primarily by changing the control rods positions to moderate the 

power output. Changing the position of the control rods drastically changes the neutron flux profile 

surrounding the fuel assemblies, which in turn changes the heating rate around the control rods. 

This power change causes the fuel assembly temperature to undergo immediate and significant 

changes. Fuel pellets and cladding undergo serious thermal and mechanical stresses that can result 

in the fuel pellets cracking or the cladding failing [12], [14], [15]. Hence, the speed at which the 

control rods can be inserted or withdrawn is controlled by the Nuclear Regulatory Commission 

[12]. As a result, nuclear power can be difficult to integrate into an increasingly diverse electricity 

market, with more and more carbon-free renewable sources. 

 However, studies have shown that integrating nuclear power plants with other sources can 

increase the flexibility and reliability of the system, reduce the cost, maximize revenues, and help 

meet greenhouse gas reduction goals [12]. These integrated hybrid energy systems store and/or 

use the excess electricity/heat to produce different commodities [16], [17], [18]. This will allow 

the base load operation of nuclear power plants and other renewable sources to minimize cost, 

maximize profit and provide low-carbon electricity generation to the grid. An example of such a 

nuclear generated commodity is hydrogen. 

Hydrogen is a promising fuel that is light, storable, and most importantly, does not produce 

any pollutants or greenhouse gases. It is the most energy dense of any known fuel material [19]. It 

is also a very valuable commodity, with its demand rising more than 300% since 1975, and it is 

expected to continue to rise in the next decades [20]. Hydrogen is used in different industries 

including oil refining, methanol production, ammonia synthesis, etc. It can also be used in 

transportation, building heating (especially for multifamily or commercial buildings), and power 

generation [21]. Hydrogen has been used for storing renewable energy, as well as in gas turbines 

to produce electricity. The International Energy Agency (2019) emphasized the potential of 

hydrogen to facilitate the transition into a cleaner, greener and more affordable energy future [21]. 

Salt caverns have been used to store various forms of energy including oil, natural gas, and 

hydrogen [22]. Salt cavern storage is considered among the most promising underground gas 

storage options due to the large sealing capacity of rock salt, the low cushion gas requirement, the 

inert nature of salt caverns, and the ability to operate flexibly with high injection/withdrawal rates 

[23]. Currently, there are a few sites that store hydrogen in salt caverns such as Teeside, United 

Kingdom, and Clemens Dome, Spindletop and Moss Bluff in the United States [24]. Clemens 

Dome salt cavern facility has been in operation since 1983, and has shown remarkable resiliency 

and reliability, demonstrating that underground salt cavern hydrogen storage is a technically 

feasible option. Salt caverns also offer an economic incentive, as it can be up to 10 times less 

expensive than above ground storage tanks, as well as 20 times less than hard rock mines [25]. 

 Numerous studies have been presented in the literature regarding different nuclear hybrid 

energy systems. For example, Wang et al. [26] proposed a nuclear-solar hybrid system for 



combined power and freshwater production. The authors proposed a novel design of a nuclear-

solar hybrid power plant with heavy liquid metal as the heat transfer medium. A technical and 

economic analysis was performed to evaluate the performance of the hybrid model. The results 

showed that the proposed design was technically feasible, and had an annual cost saving of 

$680,423 compared with a desalination system powered by a coal-fired plant. Ingersoll et al. [27] 

proposed a desalination system powered by a small modular nuclear reactor. In the proposed 

hybrid system, the nuclear plant, a NuScale module, was combined with three different 

desalinations systems: multi-effect distillation, multi-stage flash distillation, and reverse osmosis. 

The results showed that the nuclear power plant could be effectively coupled with a water 

desalination plant. Epiney et al. [6] carried out an economic analysis of a hybrid nuclear system in 

a grid system with wind turbines. The authors used a new methodology to evaluate the economic 

performance of the hybrid system. The new methodology incorporates the stochastic 

characteristics of a nuclear-renewable hybrid energy system like wind speed or electricity 

demands. The results showed that under the right conditions, with suitable industrial processes 

being added, the hybrid system could provide economic benefits. Zhao et al. [28] proposed a novel 

design and performed a preliminary performance analysis on a hybrid nuclear-solar system using 

a molten-salt packed-bed thermal energy storage. The proposed system integrated a molten-salt 

concentrating solar power tower plant with small modular reactors. A thermal energy storage 

system was used to store and dispatch thermal energy whenever it is required. The proposed system 

was able to satisfy the power demand in a 7-day operation without the need for any heat generation 

restrictions. The results showed the technical feasibility of the hybrid system as well as the 

potential for a non-carbon emitting power generation system for load following applications. 

A review of the literature also shows that there are a few studies on the dynamic modeling 

of hybrid nuclear hydrogen energy systems. Many reports and reviews have been presented about 

different technologies for hydrogen production with nuclear reactors [1], [29], [30]. Pinsky et al. 

[1] reviewed the current hydrogen generation technologies coupled with nuclear energy. It was 

shown that electrolysis and thermochemical water splitting technologies can easily be coupled with 

nuclear plants. El-Emam et al. [29] showed that with the current hydrogen generation technologies, 

nuclear energy is one of the main alternatives that can meet the required thermal/electrical needs 

for large-scale hydrogen production. Şahin et al. [30] specifically looked at coupling Gen IV 

nuclear reactors with hydrogen generation technologies. The authors discussed that nuclear energy 

can be used as the primary energy source for large-scale hydrogen production to achieve a 

sustainable energy future. Obrien et al. [31] carried out an analysis to evaluate large-scale hydrogen 

production using nuclear energy. However, in all of these studies, a steady-state analysis was 

conducted and flexible operation of nuclear power plants was not considered. Kim et al. [8] 

conducted a study on the dynamic performance of a high temperature steam electrolysis integrated 

with a nuclear hybrid energy system. However, the limitation of this study was that the dynamic 

simulation was limited to a 7-day period at the longest. 

In this study, a novel nuclear-hydrogen hybrid system is proposed that integrates a small 

modular reactor (SMR) module with a steam Rankine cycle, a polymer electrolyte membrane 



(PEM) electrolyzer, a large-scale hydrogen storage system with an underground salt cavern, and a 

hydrogen gas turbine cycle. The primary objective of the study is to demonstrate the technical 

feasibility as well as the benefits of the proposed system under a highly variable grid demand 

requiring flexible outputs. A dynamic model was developed for each subsystem of the proposed 

hybrid system to simulate its performance for a year-long period, using real data from the grid. A 

reliable control scheme was developed for the nuclear reactor and the hydrogen gas turbine. Using 

the developed dynamic model and control schemes, the technical feasibility of the proposed hybrid 

system is evaluated and then compared with a stand-alone nuclear power plant. The main novelty 

of this study is the proposal of a novel nuclear hybrid energy system and dynamic simulation of 

its performance for a period of one year.  

The rest of the paper is organized as follows: Section 2 provides an overview of the nuclear 

hybrid system; Section 3 provides the detailed mathematical model formulation used to simulate 

each components of the system. Section 4 talks about the results of the dynamic simulation and 

the one-year period case studies. Finally, Section 5 summarizes the main conclusions of the work. 

2. Proposed System Overview 
 This section briefly describes the proposed nuclear hybrid energy system with hydrogen 

generation and a hydrogen gas turbine. The nuclear hybrid energy system proposed in this study 

is shown schematically in Figure 1. The proposed system is divided into five different subsystems: 

(1) NuScale small modular reactor (SMR) module, (2) a steam Rankine power cycle, (3) an 

underground hydrogen storage, (4) a polymer electrolyte membrane (PEM) electrolyzer, and (5) a 

hydrogen gas turbine.  

 

 

Figure 1. Schematic diagram of the proposed NHES. 



 

 

 In the proposed hybrid energy system, the primary heat generation system is a NuScale 

small modular reactor (SMR) module. The NuScale SMR is a pressurized light water reactor 

(LWR) that can consist of up to 12 independently operating modules [32]. The module consists of 

the nuclear core, a primary loop, a secondary loop and a helical coil steam generator. A NuScale 

module core has a nominal thermal capacity of 160 MW, with the capability of changing the 

thermal output by changing the control rods position. By inserting the control rods into the nuclear 

core, the thermal output capacity can be reduced, and by withdrawing the control rods out of the 

core, the thermal output capacity can be increased. The primary loop contains the reactor coolant 

(which is also the moderator) which carries the heat generated in the core, subsequently 

maintaining the temperature of the core. This coolant also carries the heat from the core to the 

helical coil steam generator. The coolant, heated by the nuclear core, rises up through the hot leg 

riser through the steam generator. The hot water is cooled by the heat exchange with water in the 

secondary loop. As it cools, the coolant is circulated downward until it reaches the core again. The 

loop is repeated as the coolant is heated up at the core and rises again. This flow is entirely 

maintained by natural buoyancy forces.  

Superheated steam is generated in the secondary loop through the helical coil steam 

generator. Feed water is pumped into the tubes, where it is heated by the primary loop as it goes 

up through the steam generator, and comes out as superheated steam. The superheated steam is 

then distributed to the steam Rankine power cycle to produce electricity. The nominal capacity of 

the steam Rankine cycle is 49.95 MWe. Low-pressure steam exiting the turbine is condensed in a 

condenser and pumped back into the steam generator. The electricity produced by the Rankine 

cycle is distributed to the electrical grid to meet the demand from the grid, and also the demand of 

the energy storage element, which includes the energy required to drive the hydrogen electrolyzer 

and the hydrogen compressors. 

 The energy storage element consists of a hydrogen electrolyzer facility, a multi-stage 

compressor, and a salt cavern. When the electrical demand is low, the extra energy is used to 

generate hydrogen through the hydrogen electrolyzer, which is then compressed and pumped into 

the salt cavern for storage. The hydrogen electrolyzer facility is a large scale, central facility that 

uses electricity from the steam Rankine cycle to split water into hydrogen and oxygen. In this 

study, a PEM electrolyzer is used due to its advantages compared to other alkaline electrolysis 

systems [33]. A multi-staged compressor system, including five compressors, is used to compress 

the hydrogen into the salt cavern. The first stage compresses the hydrogen from the atmospheric 

pressure to 2 MPa. Then the next 4 stages of the compressors compress the hydrogen from 2 MPa 

to 17 MPa, which is the maximum pressure of the salt cavern. For the purpose of this paper, the 

electrical requirement of the energy storage system consists of the electricity needed to split the 

water and produce hydrogen, and compress the hydrogen into the underground salt cavern. 

 The hydrogen generated and stored in the electrolyzer and salt cavern is used to generate 

additional electricity using a recuperative hydrogen gas turbine cycle. There is currently no 



commercially pure hydrogen gas turbine in operation. However, there are many companies 

working towards 100% hydrogen thermal gas turbines, such as such as Mitsubishi, Siemens, 

General Electrics, etc. as well as electricity companies preparing to transition to 100% hydrogen 

fuel in the next decade [34]. When the grid demand is higher than the nominal capacity of the 

steam turbine, the hydrogen is taken out of the salt cavern, decompressed to compressor outlet 

pressure, and burned in the gas turbine to suppl [35]y additional electricity to the electrical grid. 

The system is able to refuel itself and does not require other sources of hydrogen generation. 

3. Theoretical model 

 A theoretical model based on the first law of thermodynamics, as well as mass and energy 

balances were developed for each components of the Nuclear Hybrid Energy system. The 

developed model was implemented and simulated in Matlab/Simulink [35]. 

  

3.1 The nuclear reactor 

 The dynamic model for the nuclear reactor was adopted from [36]. The following 

assumptions were made for the modeling of the nuclear reactor [36]: 

- The dynamic model of the reactor is based on the point kinetics equations 

- The reactor is assumed to be spatially homogenous 

- A single group of delayed neutrons is assumed 

- The elements of the reactor consist of the fuel, the moderator, and the control rods 

- The effect of control rods position on reactivity is assumed to be quadratic [36] 

- The mass flow rate of the coolant is assumed to be constant [37] 

- The reactivity dependence on the fuel and moderator temperature are assumed to be 

linear 

- The heat loss of the reactor is assumed to be negligible 

The input of the model is the control rods position, measured in meters. The length is 

correlated to the model that is used, so that it can be used to access the impact on the neutronics 

more clearly. The output of the model is the thermal power of the nuclear reactor (𝑀𝑊𝑡ℎ) as well 

as the temperature of the moderator and the fuel. 

Neutron dynamics model of the reactor:  

 The neutron dynamics model was taken from [38]: 

𝑑𝑛𝑛𝑒𝑢

𝑑𝑡
=  

𝜌𝑛𝑢𝑐(𝑡) − 𝛽𝑚𝑖𝑥

𝛬
𝑛𝑛𝑒𝑢(𝑡) +  𝜆𝐶𝑛𝑒𝑢(𝑡)                                     (1) 

𝑑𝐶𝑛𝑒𝑢

𝑑𝑡
=  

𝛽𝑚𝑖𝑥

𝛬
𝑛𝑛𝑒𝑢(𝑡) −  𝜆𝐶𝑛𝑒𝑢(𝑡)                                               (2) 

where n is the neutron density, 𝜌(𝑡) is reactivity, 𝛽𝑚𝑖𝑥 is the effective delayed neutron fraction, 𝛬 

is the neutron generation time, 𝜆 is the decay constant for the single average group of delayed 

neutrons, 𝐶(𝑡) is the concentration of the single average group of delayed neutrons. The values of 

𝛽𝑚𝑖𝑥, 𝜆, and 𝛬 are given in Table 1. 

 



Table 1 

The values for the parameters in the neutron dynamic model. 

Parameter (unit) Value 

𝛽𝑚𝑖𝑥 0.0065 

𝜆(𝑠−1) 0.07728 

Λ(s) 2.18 × 10−5 

 

 The reactivity of the reactor is modelled using the following equation: 

𝜌𝑛𝑢𝑐(𝑡) =  𝛼𝑓(𝑇𝑓 − 𝑇𝑓0) + 𝛼𝑚(𝑇𝑚 − 𝑇𝑚0) + 𝑝2𝑧2 + 𝑝1𝑧 + 𝑝0                          (3) 

where 𝑇𝑓 is the fuel temperature, 𝑇𝑚 is the moderator temperature, 𝑇𝑓0 and 𝑇𝑚0 are the reference 

temperature of fuel and moderator respectively, 𝛼𝑓 is the fuel temperature feedback coefficient, 

𝛼𝑚 is the moderator temperature feedback coefficient, 𝑧 is the control rods position measured in 

meters, 𝑝2𝑧2 + 𝑝1𝑧 + 𝑝0 describes the effect of the control rods position to the reactivity. The 

values for the feedback coefficients are taken from [39] which is specifically for a NuScale reactor. 

The values for 𝑝2, 𝑝1, 𝑝0 are taken from [36], which is for a pressurized water reactor. The values 

for these parameters are given in Table 2.  

 

Table 2 

Values of parameters for reactivity calculation. 

Parameter (unit) Value 

𝛼𝑓(∆𝑘/𝑘/℃) −1.98 × 10−5 

𝛼𝑚(∆𝑘/𝑘/℃) −28.2 × 10−5 

𝑝2 −0.966 

𝑝1 −0.44 

𝑝0 0.0401 

 

Thermodynamic equations of the reactor: 

 To model the temperature of the fuel and coolant, energy balances are used. The energy 

balance on the fuel rods is as follow: 

𝑑𝑇𝑓

𝑑𝑡
=  −

ℎ𝐴𝑠

𝜌𝑓𝑉𝑓𝐶𝑝𝑓
(𝑇𝑓 − 𝑇𝑚) +  

𝑊𝑡ℎ𝑒𝑟𝑚

𝜌𝑓𝑉𝑓𝐶𝑝𝑓
                                             (4) 

where 𝜌𝑓 is the fuel density, 𝑉𝑓 is the fuel volume, 𝐶𝑝𝑓 is the heat capacity of the fuel, 𝑊𝑡ℎ𝑒𝑟𝑚 is 

the thermal power generated from the fuel, ℎ is the convective heat transfer coefficient from the 

fuel to the coolant, 𝐴𝑠 is the surface area between the fuel and the coolant, 𝜌𝑓𝑉𝑓𝐶𝑝𝑓
𝑑𝑇𝑓

𝑑𝑡
 describes 

the inner energy change of the fuel due to temperature change, and ℎ𝐴𝑠(𝑇𝑓 − 𝑇𝑚) describes the 

transferred heat from the fuel to the coolant. 

The energy balance on the coolant is: 

𝑑𝑇𝑚

𝑑𝑡
=  

ℎ𝐴𝑠

𝜌𝑚𝑉𝑚𝐶𝑝𝑚
(𝑇𝑓 − 𝑇𝑚)  −  

𝑚̇𝑚

𝜌𝑚𝑉𝑚
(𝑇𝑚 −  𝑇𝑚,𝑖𝑛)                                (5) 



where 𝜌𝑚 is the coolant density, 𝑉𝑚 is the coolant volume, 𝐶𝑝𝑚 is the heat capacity of the coolant, 

𝜌𝑚𝑉𝑚𝐶𝑝𝑚
𝑑𝑇𝑚

𝑑𝑡
 describes the inner energy change of the coolant due to temperature change, 𝑚𝑝 is 

the coolant mass flow rate, 𝑇𝑚,𝑖𝑛 is the coolant inlet temperature. 

The thermal power of the reactor is related to the neutron density as follows [40]: 

𝑊𝑡ℎ𝑒𝑟𝑚 =  𝑛(𝑡) 𝜎𝑓
235 𝐸𝑓 𝑁235𝑉𝑐𝑜𝑟𝑒                                                     (6) 

where 𝐸𝑓 is the average recoverable energy per fission,  𝜎𝑓
235 is the microscopic cross section of 

Uranium 235, 𝑁235 is the atomic number density of Uranium 235 in the fuel, 𝑉𝑐𝑜𝑟𝑒 is the total 

volume of the core. 

The convective heat transfer is calculated using the Dittus-Boelter correlation [41]: 

ℎ𝑐𝑜𝑛𝑣 =
 𝑁𝑢𝐷ℎ 𝜅𝑚

𝐷ℎ
                                                                      (7) 

𝑁𝑢𝐷ℎ = 0.023 𝑅𝑒𝐷ℎ
0.8𝑃𝑟0.4                                                             (8) 

where 𝜅𝑚 is the thermal conductivity of the coolant, 𝐷ℎ is the hydraulic diameter (m), Re is the 

Reynolds number of the flow, Pr is the Prandtl number, and Nu is the Nusselt number. 

Steam generator 

 A steady-state energy balance on the steam generator is used: 

𝑚̇𝑠𝑡𝑒𝑎𝑚∆𝐻𝑠𝑡𝑒𝑎𝑚 = 𝑚̇𝑚𝐶𝑝𝑚(𝑇𝑚,𝑖𝑛 −  𝑇𝑚,𝑜𝑢𝑡)                                              (9)  

The nominal value of steam flow rate is 67.6 kg/s at 580.9 K. According to [37], it is 

assumed that the steam generator exit temperature is constant. As the power output of the nuclear 

reactor changes, so does the temperature of the coolant. The amount of steam is calculated with 

new values of coolant temperature. 

Steam Rankine cycle 

 The Rankine Cycle is modeled using pseudo-steady-state energy models. The power 

generated by the turbine is calculated using the following steady-state equation: 

𝑊̇𝑡𝑢𝑟𝑏 =  𝑚̇𝑠𝑡𝑒𝑎𝑚(𝐻𝑡𝑢𝑟𝑏,𝑖𝑛 −  𝐻𝑡𝑢𝑟𝑏,𝑜𝑢𝑡)                                                   (10) 

 Assuming that the turbine isentropic efficiency is constant, the enthalpy of the outlet steam 

of the turbine is calculated using Eq. (11) as follows: 

𝐻𝑡𝑢𝑟𝑏,𝑜𝑢𝑡 =  𝐻𝑡𝑢𝑟𝑏,𝑖𝑛 + 𝜂𝑡𝑢𝑟𝑏(𝐻𝑡𝑢𝑟𝑏−𝑖𝑠,𝑜𝑢𝑡 −  𝐻𝑡𝑢𝑟𝑏,𝑖𝑛)                                   (11) 

where 𝐻𝑡𝑢𝑟𝑏−𝑖𝑠,𝑜𝑢𝑡 is the isentropic (ideal) outlet enthalpy of the steam. 

 The power needed for the pump is calculated using Eq. (12) as follows: 

𝑊̇𝑝𝑢𝑚𝑝 =  𝑚̇𝑠𝑡𝑒𝑎𝑚𝑉𝑠̂(𝑃𝑝𝑢𝑚𝑝,𝑜𝑢𝑡 −  𝑃𝑝𝑢𝑚𝑝,𝑖𝑛)                                               (12) 

where 𝑉𝑠̂ is the specific volume of water at the pump inlet conditions. 𝑃𝑝𝑢𝑚𝑝,𝑜𝑢𝑡 is the pressure at 

the outlet of the pump, and 𝑃𝑝𝑢𝑚𝑝,𝑖𝑛 is the pressure at the inlet of the pump. 

3.2 Hydrogen generation 

 Hydrogen is generated by using extra energy during low demand time by using a PEM 

water electrolyzer process. An electrochemical model of the electrolyzer is developed to calculate 

the amount of hydrogen produced as a function of power. The electrolyzer has four subsystems of 

the anode, the cathode, the membrane, and the voltage. The developed model for the PEM 

electrolyzer is adapted from [42] and [43]. 



3.2.1 Anode Module 

 The half-cell reaction taking place inside the anode is: 

2𝐻2𝑂 →  𝑂2 + 4𝐻+ + 4𝑒−                                                            (13) 

 The oxygen flow rate is calculated as: 

𝑁̇𝑂2
=  𝑁̇𝑂2,𝑎𝑛,𝑖𝑛 −  𝑁̇𝑂2,𝑎𝑛,𝑜𝑢𝑡 +  𝑁̇𝑂2,𝑔𝑒𝑛                                                               (14) 

𝑁̇𝑂2,𝑔𝑒𝑛 =
𝐼

4𝐹
                                                                             (15) 

where 𝐼 is the current, and 𝐹 is Faraday’s constant. 

 The oxygen molar flow rate per area is: 

𝑛̇𝑂2
=

𝑁̇𝑂2

𝐴
                                                                              (16) 

where A is the area of the membrane-electrode-assembly. 

 The water flow rate through the anode is the water consumed by the reaction as well as the 

water transported to the other side of the membrane: 

𝑁̇𝐻2𝑂,𝑎𝑛 =  𝑁̇𝐻2𝑂,𝑚𝑒𝑚 +  𝑁̇𝐻2𝑂,𝑐𝑜𝑛𝑠                                                       (17) 

𝑁̇𝐻2𝑂,𝑐𝑜𝑛𝑠 =
𝐼

2𝐹
                                                                         (18) 

 The water molar flow rate per area at the anode is: 

𝑛̇𝐻2𝑂,𝑎𝑛 =
𝑁̇𝐻2𝑂,𝑎𝑛

𝐴
                                                                      (19) 

 The molar flow rate of each species at the anode allows us to calculate the molar fraction 

of each species inside the anode: 

𝑦𝑂2,𝑎𝑛 =
𝑛̇𝑂2

𝑛̇𝑂2
+ 𝑛̇𝐻2𝑂,𝑎𝑛

                                                                (20) 

𝑦𝐻2𝑂,𝑎𝑛 =
𝑛̇𝐻2𝑂,𝑎𝑛

𝑛̇𝑂2
+ 𝑛̇𝐻2𝑂,𝑎𝑛

                                                                (21) 

 With these molar fractions, the concentrations and partial pressure at the anode are: 

𝐶𝑂2,𝑎𝑛 =
𝑃𝑎𝑛𝑦𝑂2,𝑎𝑛

𝑅𝑇𝑎𝑛
                                                                     (22) 

 Applying Fick’s law, the concentration at the membrane-anode interface can be 

calculated: 

𝐶𝑂2,𝑚𝑒𝑚 = 𝐶𝑂2,𝑎𝑛 +
𝛿𝑒,𝑎𝑛

𝐷𝑒𝑓𝑓,𝑎𝑛
 𝑛̇𝑂2

                                                          (23) 

where 𝛿𝑒,𝑎𝑛 is the anode thickness, and 𝐷𝑒𝑓𝑓,𝑎𝑛 is the effective diffusion coefficient at the anode. 

This diffusion coefficient is calculated in the membrane module. 

 The molar fractions are calculated at the membrane-anode interface: 

𝑦𝑂2,𝑚𝑒𝑚 =
𝑅𝑇𝑎𝑛

𝑃𝑎𝑛
𝐶𝑂2,𝑚𝑒𝑚                                                                (24) 

 Then the partial pressures can be calculated as: 

𝑃𝑂2,𝑚𝑒𝑚 = 𝑦𝑂2,𝑚𝑒𝑚 𝑃𝑎𝑛                                                                   (25) 



3.2.2 Cathode module 

 The half-cell reaction taking place at the cathode module is: 

4𝐻+ + 4𝑒−  → 2𝐻2                                                                     (26) 

 The hydrogen flow rate inside the cathode is calculated as: 

𝑁̇𝐻2
=  𝑁̇𝐻2,𝑐𝑎𝑡,𝑖𝑛 −  𝑁̇𝐻2,𝑐𝑎𝑡,𝑜𝑢𝑡 +  𝑁̇𝐻2,𝑔𝑒𝑛                                                  (27) 

𝑁̇𝐻2,𝑔𝑒𝑛
=

𝐼

2𝐹
                                                                            (28) 

 The hydrogen molar flow rate per area is: 

𝑛̇𝐻 =
𝑁̇𝐻2

𝐴
                                                                               (29) 

 The water flow rate inside the cathode is the amount of water flowing from the anode 

through the membrane to the cathode: 

𝑁̇𝐻2𝑂,𝑐𝑎𝑡 =  𝑁̇𝐻2𝑂,𝑚𝑒𝑚                                                                  (30) 

 The water molar flow rate per area at the cathode is: 

𝑛̇𝐻2𝑂,𝑐𝑎𝑡 =
𝑁̇𝐻2𝑂,𝑐𝑎𝑡

𝐴
                                                                     (31) 

 Like the anode, the molar fractions of each species inside the cathode are: 

𝑦𝐻2,𝑐𝑎𝑡 =
𝑛̇𝐻2

𝑛̇𝐻2
+ 𝑛̇𝐻2𝑂,𝑐𝑎𝑡

                                                                (32) 

𝑦𝐻2𝑂,𝑎𝑛 =
𝑛̇𝐻2𝑂,𝑐𝑎𝑡

𝑛̇𝐻 + 𝑛̇𝐻2𝑂,𝑐𝑎𝑡
                                                                (33) 

which can then be used to calculate the concentration of each species inside the cathode: 

𝐶𝐻2,𝑐𝑎𝑡 =
𝑃𝑐𝑎𝑡𝑦𝐻2,𝑐𝑎𝑡

𝑅𝑇𝑐𝑎𝑡
                                                                   (34) 

where the molar fraction of each species inside the cathode is calculated using Fick’s law: 

𝐶𝐻2,𝑚𝑒𝑚 = 𝐶𝐻2,𝑐𝑎𝑡 +
𝛿𝑒,𝑐𝑎𝑡

𝐷𝑒𝑓𝑓,𝑐𝑎𝑡
 𝑛̇𝐻2

                                                    (35) 

where 𝛿𝑒,𝑐𝑎𝑡 is the cathode thickness, and 𝐷𝑒𝑓𝑓,𝑐𝑎𝑡 is the effective diffusion coefficient at the 

cathode. This diffusion coefficient is calculated in the membrane module. 

 The molar fractions at the membrane-anode interface can be calculated: 

𝑦𝐻2,𝑚𝑒𝑚 =
𝑅𝑇𝑐𝑎𝑡

𝑃𝑐𝑎𝑡
𝐶𝐻2,𝑚𝑒𝑚                                                                (36) 

 Then the partial pressures can be calculated as: 

𝑃𝐻2,𝑚𝑒𝑚 = 𝑦𝐻2,𝑚𝑒𝑚 𝑃𝑐𝑎𝑡                                                                  (37) 

3.2.3 Membrane module 

 The membrane module describes the transport of water through the membrane. The water 

moves through the membrane through electro osmotic drag and diffusion. The electro osmotic drag 

happens as the H+ ions moving through the membrane and drags some water molecules with them. 

The amount of water dragged through this phenomenon is described as: 



𝑁̇𝐻2𝑂,𝑒𝑜𝑑 =
𝑛𝑑𝐼

𝐹
                                                                        (38) 

where 𝑛𝑑 is the electro-osmotic drag coefficient, in units of 𝑚𝑜𝑙𝐻2𝑂/𝑚𝑜𝑙𝐻+. 

 The diffusion of water due to the presence of water concentration gradient can be 

calculated as: 

𝑁̇𝐻2𝑂,𝑑𝑖𝑓𝑓 = 𝐷𝑤 (
𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡  −  𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛

𝑡𝑚𝑒
) 𝑀𝑊𝐻2𝑂𝐴                                   (39) 

where 𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡 and 𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛 are the water concentration at the membrane on the cathode 

and anode side respectively. 𝑡𝑚𝑒 is the thickness of the membrane, 𝐷𝑤 is the diffusion coefficient 

of water, and A is the area. The water concentration at both sides of the membrane can be 

calculated as a function of the water concentration in the electrode channel. Using Fick’s law of 

diffusion: 

𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡 = 𝐶𝐻2𝑂,𝑐𝑎𝑡 +
𝛿𝑒,𝑐𝑎𝑡

𝐷𝑒𝑓𝑓,𝑐𝑎𝑡
𝑛̇𝐻2𝑂,𝑐𝑎𝑡                                               (40) 

𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛 = 𝐶𝐻2𝑂,𝑎𝑛 +
𝛿𝑒,𝑎𝑛

𝐷𝑒𝑓𝑓,𝑎𝑛
𝑛̇𝐻2𝑂,𝑎𝑛                                                  (41) 

where 𝐷𝑒𝑓𝑓,𝑎𝑛 and 𝐷𝑒𝑓𝑓,𝑐𝑎𝑡 are, respectively, the 𝑂2/𝐻2𝑂 and the 𝐻2/𝐻2𝑂 effective binary 

diffusion coefficients. They can be calculated by using the porosity correction applied to the 

diffusion coefficients. The following correlation [44] is used: 

𝐷𝑒𝑓𝑓,   𝐴−𝐵 = 𝐷𝐴 −𝐵𝜖 (
𝜖 − 𝜖𝑝

1 − 𝜖𝑝
)

𝛼

                                                          (42) 

where 𝜖 is the porosity of electrodes, 𝜖𝑝 is the percolation threshold, 𝛼 is an empirical coefficient. 

The values used to calculate these parameters are presented in Table 3 [45] [46] [47] [48]. 

 

Table 3 

Values to calculate effective binary diffusion coefficients 

Coefficient  Value 

𝜖 0.3 

𝜖𝑝 0.11 

𝛼 0.785 

 

𝐷𝐴 −𝐵 is the binary diffusion coefficient for species A and B, which can be calculated using 

Eq. (43) as follows: 

𝑃𝐷𝐴 −𝐵 = 𝑎 (
𝑇

√𝑇𝑐,𝐴𝑇𝑐,𝐵

)

𝑏

(𝑃𝑐,𝐴𝑃𝑐,𝐵)
1
3(𝑇𝑐,𝐴𝑇𝑐,𝐵)

5
12 (

1

𝑀𝑊𝐴
+

1

𝑀𝑊𝐵
)

1
2

                            (43) 

where P is pressure in atm, T is temperature in K. Also, a and b are dimensionless empirical 

coefficients, with values given in Table 4. 

Table 4 

Values for dimensionless coefficients for the calculations of binary coefficients for species A and B. 

Coefficients Pairs of two nonpolar gases Pairs of 𝐻2𝑂 and a nonpolar gas 



a 2.745 × 10−4 3.640 × 10−4 

b 1.823 2.334 

 

𝑇𝑐, 𝑃𝑐 , 𝑀𝑊 are the critical temperature, pressure and molecular weight of species A and B 

with values for 𝐻2, 𝑂2, and 𝐻2𝑂in Table 5. 

 

Table 5 

Critical temperature, pressure and molecular weight for hydrogen, oxygen and water. 

 𝐻2 𝑂2 𝐻2𝑂 

𝑃𝑐(𝑎𝑡𝑚) 12.8 49.7 218.3 

𝑇𝑐(𝐾) 33.3 154.4 647.3 

𝑀𝑊(𝑔/𝑚𝑜𝑙) 2 32 18 

 

 The concentration of water at the electrodes can be calculated as: 

𝐶𝐻2𝑂,𝑎𝑛 =
𝜌𝐻2𝑂(𝑇𝑎𝑛)

𝑀𝑊𝑚𝑒𝑚,𝐻2𝑂
                                                                 (44) 

𝐶𝐻2𝑂,𝑐𝑎𝑡 =
𝜌𝐻2𝑂(𝑇𝑐𝑎𝑡)

𝑀𝑊𝑚𝑒𝑚,𝐻2𝑂
                                                                 (45) 

 The net water flow through the membrane can now be calculated as: 

𝑁̇𝐻2𝑂,𝑚𝑒𝑚 =  𝑁̇𝐻2𝑂,𝑒𝑜𝑑 +  𝑁̇𝐻2𝑂,𝑑𝑖𝑓𝑓                                                (46) 

 The water molar fraction and pressure inside the membrane for cathode and anode can be 

calculated using Eqs. (47)-(48) and (49)-(50), respectively: 

𝑦𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡 =
𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡

𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡 + 𝐶𝐻2,𝑚𝑒𝑚
                                                  (47) 

𝑃𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡 = 𝑦𝐻2𝑂,𝑚𝑒𝑚,𝑐𝑎𝑡𝑃𝑐𝑎𝑡                                                        (48) 

𝑦𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛 =
𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛

𝐶𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛 + 𝐶𝑂2,𝑚𝑒𝑚
                                                    (49) 

𝑃𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛 = 𝑦𝐻2𝑂,𝑚𝑒𝑚,𝑎𝑛𝑃𝑎𝑛                                                          (50) 

3.2.4 Voltage module 

 The real cell voltage in an electrolyzer is higher than the ideal open-circuit voltage, and 

can be expressed as: 

𝑉𝑜𝑙 = 𝐸 + 𝜂𝑎𝑐𝑡 + 𝜂𝑜ℎ𝑚                                                                (51) 

where 𝑉𝑜𝑙 is the real cell voltage, E is the ideal open circuit voltage, 𝜂𝑎𝑐𝑡 is the activation 

overvoltage, and 𝜂𝑜ℎ𝑚 is the Ohmic overvoltage. The calculations of each term are presented by 

Eqs. (52)-(56).  

 Open circuit voltage is calculated by using the Nernst equation: 

𝐸 = 𝐸𝑟𝑒𝑣
0 +

𝑅𝑇

2𝐹
[ln (

𝑃𝐻2
𝑃𝑂2

1
2

𝑃𝐻2𝑂
)]                                                   (52) 



where 𝐸𝑟𝑒𝑣
0  is the reversible cell potential at standard temperature and pressure. It is modeled by 

an empirical temperature dependence equation: 

𝐸𝑟𝑒𝑣
0 = 1.229 − 0.9 × 10−3(𝑇 − 298)                                             (53) 

 Activation overpotential is calculated as the sum of the activation overpotential on both the 

anode and the cathode side, as presented by Eqs. (54)-(56). 

𝑉𝑎𝑐𝑡,𝑎𝑛 =
𝑅𝑇𝑎𝑛

𝛼𝑎𝑛𝐹
arcsinh (

𝑖

2𝑖0,𝑎𝑛
)                                                         (54) 

𝑉𝑎𝑐𝑡,𝑐𝑎𝑡 =
𝑅𝑇𝑐𝑎𝑡

𝛼𝑐𝑎𝑡𝐹
arcsinh (

𝑖

2𝑖0,𝑐𝑎𝑡
)                                                       (55) 

𝜂𝑎𝑐𝑡 = 𝑉𝑎𝑐𝑡,𝑎𝑛 + 𝑉𝑎𝑐𝑡,𝑐𝑎𝑡                                                               (56) 

where 𝑖0,𝑎𝑛 and 𝑖0,𝑐𝑎𝑡 are the exchange current density at anode and cathode electrodes, 

respectively, and 𝛼𝑎𝑛 and 𝛼𝑐𝑎𝑡 are the charge transfer coefficients at anode and cathode electrodes, 

respectively. The values for these parameters are given in Table 6. 

Table 6 

Parameters to calculate activation overpotential. 

 Anode Cathode 

𝑖0 2 × 10−7 2 × 10−3 

𝛼 2 0.5 

 

 Ohmic overpotential can be calculated using Eqs. (57)-(59) as follows: 

𝜂𝑜ℎ𝑚 = 𝑖 𝑅𝑜ℎ𝑚                                                                          (57) 

𝑅𝑜ℎ𝑚 =
𝑡𝑚𝑒

𝜎𝑚𝑒
                                                                           (58) 

𝜎𝑚𝑒 = (0.01539 𝜆 − 0.00326) exp [1268 (
1

303
−

1

𝑇
)]                                   (59) 

where 𝑡𝑚𝑒 is the membrane thickness, 𝜎𝑚𝑒  is the material conductivity, 𝑖 is the current density of 

the electrolyzer, T is the temperature of the electrolyzer, and 𝜆 is the membrane water content. 

3.2.5 Efficiency 

 The efficiency of the electrolyzer is calculated using Eq. (60) as follows: 

𝜂𝑒𝑙𝑒𝑐 =
𝑃𝐼𝑑𝑒𝑎𝑙

𝑃𝑎𝑐𝑡𝑢𝑎𝑙
× 100%                                                                  (60) 

 From [49], the ideal amount of power to generate 1 kg of hydrogen is 39 kWh. The actual 

amount of power can be calculated by Eq. (61): 

𝑃𝑎𝑐𝑡𝑢𝑎𝑙 =  𝐼 𝑉                                                                          (61) 

where 𝐼 is the current and 𝑉 is the voltage. 

3.3 Salt Cavern Model 

 The salt cavern model is composed of the material balance and energy balance inside the 

cavern, as presented by Eqs. (62) and (63): 

𝑑𝑛𝐻2

𝑑𝑡
= 𝑁̇𝐻2,𝑖𝑛 −  𝑁̇𝐻2,𝑜𝑢𝑡                                                                    (62) 



𝑛𝐻2

𝑑𝑇𝑐𝑎𝑣

𝑑𝑡
=

𝑁̇𝐻2,𝑖𝑛 𝐶𝑝,𝑖𝑛𝑇𝑖𝑛 + ℎ𝑐𝑎𝑣(𝑇𝑤 − 𝑇𝑐𝑎𝑣) −  𝑁̇𝐻2,𝑜𝑢𝑡 𝐶𝑝,𝑜𝑢𝑡𝑇𝑜𝑢𝑡

𝐶𝑝,𝐻2
− 𝑇𝑐𝑎𝑣

𝑑𝑛𝐻2

𝑑𝑡

                        (63) 

where ℎ𝑐𝑎𝑣 is the convective heat transfer coefficient between the hydrogen gas inside the cavern 

and the wall of the cavern. 𝑇𝑤 is the temperature of the wall, and 𝑇 is the temperature of the 

hydrogen gas inside the cavern. The convective heat transfer coefficient is calculated using the 

correlation used by [50]. 

 The pressure of the cavern can be calculated at each time step with: 

𝑃𝑐𝑎𝑣 =
𝑧𝑐𝑜𝑚𝑝𝑛𝐻2

𝑅𝑇𝑐𝑎𝑣

𝑉𝑐𝑎𝑣
                                                                              (64) 

where 𝑧𝑐𝑜𝑚𝑝 is the compressibility factor of hydrogen, which can be calculated at each time step 

with the following correlation [51]: 

𝑧(𝑃, 𝑇) =  1 + ∑ 𝑎𝑖 (
100𝐾

𝑇
)

𝑏𝑖

(
𝑃

1𝑀𝑃𝑎
)

𝑐𝑖
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𝑖=1

                                           (65) 

where 𝑎𝑖, 𝑏𝑖, and 𝑐𝑖 are constant coefficients, which can be found in [46]. 

 To pump hydrogen into the salt cavern, hydrogen is compressed to a pressure that is higher 

than the pressure of the salt cavern. The thermodynamic parameters of compressing this hydrogen 

are taken from [52]. The amount of power needed to compress the hydrogen produced is: 

𝑊𝑐𝑜𝑚𝑝 =  𝑁̇𝐻2
[𝐻𝐻2

(𝑃𝑐𝑜𝑚𝑝,𝑜𝑢𝑡, 𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡) − 𝐻𝐻2
(𝑃𝑐𝑜𝑚𝑝,𝑖𝑛, 𝑇𝑐𝑜𝑚𝑝,𝑖𝑛)]                   (66) 

where 𝐻𝐻2
(𝑃𝑐𝑜𝑚𝑝,𝑜𝑢𝑡, 𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡) is the enthalpy of hydrogen at the outlet pressure and 

temperature of the compressor, and 𝐻𝐻2
(𝑃𝑐𝑜𝑚𝑝,𝑖𝑛, 𝑇𝑐𝑜𝑚𝑝,𝑖𝑛) is the enthalpy of hydrogen at the 

inlet pressure and temperature of the compressor. 

 The salt cavern has a minimum and maximum pressure threshold. These thresholds are 

needed to maintain geotechnical safety of the salt cavern. The lower bound pressure limit is to help 

maintain the capability for gas injection as well as gas withdrawal [23]. It also makes sure that the 

cavern salt cavern is stable and will not cave in [26]. The maximum pressure limit is to prevent 

the salt cavern from rock fracturing, resulting from the high pressure on the cavern wall [53]. The 

minimum and maximum cavern pressure can be calculated as follows: 

𝑃𝑚𝑖𝑛 = 0.24(𝑃𝑜𝑣𝑒𝑟𝑏𝑢𝑟𝑑𝑒𝑛)                                                               (67) 

𝑃𝑚𝑎𝑥 = 0.80(𝑃𝑜𝑣𝑒𝑟𝑏𝑢𝑟𝑑𝑒𝑛)                                                               (68) 

𝑃𝑜𝑣𝑒𝑟𝑏𝑢𝑟𝑑𝑒𝑛 = 𝜌𝑟𝑜𝑐𝑘 𝑔 (𝐷 − 𝐻)                                                           (69) 

where  𝑃𝑚𝑖𝑛 is the minimum pressure of the salt cavern, 𝑃𝑚𝑎𝑥 is the maximum pressure of the salt 

cavern. 𝑃𝑜𝑣𝑒𝑟𝑏𝑢𝑟𝑑𝑒𝑛 is the overburden pressure, or sometimes called lithostatic pressure. 𝜌𝑟𝑜𝑐𝑘 is 

the density of the rock in 𝑘𝑔 𝑚−3, 𝑔 is the gravitational acceleration (assumed as 9.81 𝑚 𝑠−2), D 

is the cavern depth in m, and H is the cavern height in meters. 

3.4 Brayton Cycle Model 

 During peak demand times, hydrogen can be taken out of the cavern and burned in a gas 

turbine to produce electricity for the grid. The gas turbine model comprises of a compressor, 



combustion chamber, turbine, generator, and recuperator. The thermodynamics model was adapted 

from [8] and [54]. 

 The compressor can be modeled as: 

𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡 = 𝑇𝑎𝑚𝑏 (1 +
𝑥𝑐 − 1

𝜂𝑐𝑜𝑚𝑝
)                                                     (70) 

𝑥𝑐 = (
𝑃𝑅𝑐𝑚̇𝑎

𝑚̇𝑎,𝑛𝑜𝑚
)

𝛾𝑐−1
𝛾𝑐

                                                                      (71) 

where 𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡 is the outlet temperature of the compressor, 𝑇𝑎𝑚𝑏 is the ambient temperature, 

which can be used as inlet temperature of the compressor, 𝜂𝑐𝑜𝑚𝑝 is the efficiency of the 

compressor, 𝑃𝑅𝑐 is the compressions ratio, 𝑚̇𝑎,𝑛𝑜𝑚 is the nominal intake air flow rate, and 𝛾𝑐 is 

the cold end ratio of specific heats. The air flow rate can be calculated using: 

𝑚̇𝑎 =
𝑃𝑎𝑚𝑏

𝑃𝑎𝑚𝑏,𝑜
√

𝑇𝑎𝑚𝑏,𝑜

𝑇𝑎𝑚𝑏

sin(𝜃𝐼𝐺𝑉 − 𝜃𝑚𝑖𝑛)

sin(𝜃𝑚𝑎𝑥 − 𝜃𝑚𝑖𝑛)
𝑚̇𝑎,𝑛𝑜𝑚                                          (72) 

where 𝑃𝑎𝑚𝑏 is the ambient pressure, 𝑃𝑎𝑚𝑏,𝑜 is the ambient reference pressure, 𝑇𝑎𝑚𝑏,𝑜 is the ambient 

reference temperature, 𝜃𝐼𝐺𝑉 is the angle of the IGVs, 𝜃𝑚𝑖𝑛 and 𝜃𝑚𝑎𝑥 are the minimum and 

maximum IGV angles respectively.  

 For the combustion chamber model, the turbine firing temperature, which is the exit 

temperature of the combustion chamber, can be modeled using Eq. (73) as follows: 

𝑇𝑓𝑖𝑟𝑒 = 𝑇𝑐𝑜𝑚𝑝,𝑖𝑛 + (
𝜂𝑐𝑜𝑚𝑏𝐿𝐻𝑉

𝐶𝑝,𝑒
) (

𝑚̇𝑓

𝑚𝑓 ̇ +  𝑚̇𝑎
)                                                 (73) 

where 𝑇𝑐𝑜𝑚𝑝,𝑖𝑛 is the temperature going into the compressor, 𝑚̇𝑓 is the fuel (hydrogen) flow rate, 

𝜂𝑐𝑜𝑚𝑏 is the combustion efficiency, LHV is the lower heating value of hydrogen, and 𝐶𝑝,𝑒 is the 

specific heat of the exhaust gas flow. 

 The turbine exhaust temperature can be modeled by relating it to the firing temperature in 

the following equation: 

𝑇𝑒 = 𝑇𝑓 (1 − (1 −
1

𝑥ℎ
) 𝜂𝑡𝑢𝑟𝑏)                                                                (74) 

𝑥ℎ = (𝑃𝑅𝑇

𝑚̇𝑓 + 𝑚̇𝑎

𝑚̇𝑓,𝑛𝑜𝑚 + 𝑚̇𝑎,𝑛𝑜𝑚
)

𝛾ℎ−1
𝛾ℎ

                                                       (75) 

𝑇𝑒 is the turbine exhaust temperature, 𝜂𝑡𝑢𝑟𝑏 is the turbine efficiency, 𝑚̇𝑓,𝑛𝑜𝑚 is the nominal fuel 

flow, and 𝛾ℎ is the hot end ratio of the specific heats. From these temperatures, the steady state 

power generation of the plant can be calculated: 

𝑊𝐺𝑎𝑠𝑇𝑢𝑟𝑏 = (𝑚̇𝑓 +  𝑚̇𝑎)𝐶𝑝,ℎ(𝑇𝑓 − 𝑇𝑒) − 𝑚̇𝑎𝐶𝑝,𝑎(𝑇𝑑 − 𝑇𝑎𝑚𝑏)                          (76) 

where 𝐶𝑝,𝑎 is the heat capacity of air, which is assumed to be constant for this model. 

 The recuperation is modeled as follows: 

𝑇𝑐𝑜𝑚𝑝,𝑖𝑛 =  𝜂𝑟𝑒𝑐𝑢𝑝(𝑇𝑒 − 𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡) + 𝑇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡                                  (77) 



𝑇𝑟𝑒𝑐𝑢𝑝 =
 𝑇𝑒 − 𝑚̇𝑎𝐶𝑝,𝑎(𝑇𝑐,𝑖𝑛 − 𝑇𝑑)

(𝑚̇𝑓 + 𝑚̇𝑎)𝐶𝑝,ℎ
                                                    (78) 

where 𝜂𝑟𝑒𝑐𝑢𝑝 is the efficiency of the recuperator, assumed at 75%. 𝑇𝑟𝑒𝑐𝑢𝑝 is the outlet temperature 

of the recuperator. 

 The efficiency of the Brayton cycle can be calculated by Eq. (79) as follows: 

𝜂𝐵𝑟𝑎𝑦𝑡𝑜𝑛 =
𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙

𝑚̇𝑓𝐿𝐻𝑉
× 100%                                                       (79) 

3.5 System Controls 

A detailed control scheme of the proposed NHES is shown schematically in Figure 2.  

 

Figure 2. The control scheme of the proposed NHES. 

 PI controllers regulate the power output of the steam Rankine cycle as well as the gas 

turbine cycle. To moderate the power output of the steam Rankine cycle, the pressure inside the 

salt cavern is directly measured through a pressure sensor (PrT in Figure 2). When the pressure 

inside the salt cavern reaches its maximum limit, the hydrogen generation is stopped. If the grid 

demand is lower than the nominal capacity of the steam Rankine cycle, the power output of the 

steam Rankine cycle is ramped down and match with the grid demand by changing the control 

rods position. If the grid demand is higher than the nominal capacity of the steam Rankine cycle, 

no action needs to be taken, as there is no excess electricity used to generate hydrogen. This way, 

it is ensured that the salt cavern will operate within its safety conditions. 

 When the demand is higher than the nominal capacity of the steam Rankine cycle, the rest 

of the demand can be met with by the hydrogen gas turbine. The difference between the grid 



demand and the steam cycle nominal capacity is the gas turbine set point. If the grid demand is 

lower than the steam cycle nominal capacity, the gas turbine set point is set to zero. The controller 

for the gas turbine will moderate the power output by changing the amount of hydrogen needed 

for fuel. There is also a pressure sensor for this controller. When the pressure inside the salt cavern 

reaches the minimum pressure threshold, the controller would shut down the gas turbine. 
3.6 Model Validation 

 This section presents the validation results for different subsystems of the hybrid energy 

system. Note that for the steam Rankine cycle, the model has been validated previously in [55] 

and the validation results are not presented here. 

3.5.1 NuScale power plant 

 To validate the developed model for the nuclear core, the results of this study are compared 

against those presented in the study of Gabor et al. [36] using the following input parameters 

presented in Table 7: 

Table 7 

Input parameter used for nuclear core model. 

Parameter (unit) Value 

𝛼𝑓($/℃) −5.326 × 10−3 

𝛼𝑚($/℃) −2.018 × 10−2 

𝜙0 (𝑐𝑚−2𝑠−1) 1.3018 × 1013 

𝜎𝑋 (𝑐𝑚2) 2.8041 × 10−18 

 

 Table 8 shows the validation results in terms of neutron flux (%) and moderator 

temperature for different control rods positions. As can be seen, the results of this study show a 

very good agreement with those of Gabor et al. [36]. 

Table 8 

Validation results for the reactor core. 

Control Rods 

Position (m) 

Neutron Flux (%)  

 

Moderator Temperature (0C)  

 

 This study  Gabor et al. [36] This study  Gabor et al.  [36] 

0 100 100 280.2 280.2 

0.18 97.5 96.1 279.3 278.5 

0.25 94.0 93.1 278.5 278 

 

3.5.2 Electrolyzer 

 The voltage and efficiency of the electrolyzer are used as an indicator to validate the 

accuracy of the developed electrolyzer model. For these validations, the following input 

parameters presented in Table 9 were used.  

Table 9 

Input parameters for hydrogen electrolyzer. 

Parameter (unit) Value 

Anode temperature (K) 298.15 

Anode pressure (Pa) 101325 

Anode thickness (m) 8 × 10−5 



Cathode temperature (K) 298.15 

Cathode pressure (Pa) 101325 

Cathode thickness (m) 8 × 10−5 

Membrane thickness (m) 0.1756 × 10−5 

Area (𝑚2) 160 × 10−4 

𝐷𝑤(𝑚2/𝑠) 1.28 × 10−10 

 

 In terms of voltage, and the results are compared against those presented by [43]. The 

voltage validation results are presented in Figure 3, showing the variation of voltage with current 

density. According to Figure 3, the results of this study have a close agreement with those of [43]. 

The average percentage error between the results of this study and the results of [43] is 1.67%. 

 
Figure 3. Comparison between the voltage of the proposed model and Yigit et al.’s model [43]. 

 To further validate the model, the efficiency of the electrolyzer is compared with the results 

found in [43] for different values of current densities and the validation results are presented in 

Figure 4.  It is found that the results of this study are in excellent agreement with those of [43], 

with an average percentage error of 1.1%. 



 
Figure 4. Comparison between the efficiency of the proposed model and Yigit et al’s model [43]. 

3.5.3 Salt Cavern 

 The results of the developed salt cavern model are compared with the results taken from 

[56] for the following input parameters given in Table 10. Figure 5 shows the validation results in 

terms of variation of hydrogen pressure with time. As noticed, the results of this study have an 

excellent agreement with those presented in [56].  

Table 10 

Input used to validate the developed salt cavern model. 

Input parameter This study  

Initial Pressure (MPa) 2 

Initial Temperature (K) 290 

Hydrogen compressibility A function of T and P 

Hydrogen dynamic viscosity (Pa∙s) A function of T and P 

Volume (𝑚3) 40,000 

Injected/extracted mass flow rate (kg/s) 0.034 

 



 
Figure 5. Comparison between the proposed model and Gabrielli et al.’s model [56]. 

 

3.5.4 Gas Turbine 

 Using natural gas as a fuel, the gas turbine cycle model was previously validated in [55]. 

Since there is no available gas turbine that uses just purely hydrogen as fuel, some assumptions 

are made in the proposed model. To validate the results using in this model, the hydrogen gas 

turbine efficiency is compared with the reported efficiency of a mixed natural gas/hydrogen fuel 

gas turbine efficiency made by Mitsubishi. The recorded efficiency of the Mitsubishi turbine is 

63% [57]. The calculated efficiency of the proposed gas turbine cycle (Brayton cycle) when run 

with a fuel flow of 0.2 kg/s is 55.37%, which is comparable. The reason for a lower performance 

is that a simple recuperative cycle is used, which is not optimized for the gas turbine. In future 

work, the system will be optimized to the flow rate and temperature of the gas turbine. The 

objective of the paper is not to propose a new hydrogen gas turbine, but the overall integration 

feasibility study of the NHES. 

4. Results and Discussions 

 This section presents the dynamic simulation results of the proposed nuclear hybrid energy 

system in three different cases: CAISO, ERCOT and ISO NEW ENGLAND. Using the developed 

model and control schemes, the performance of the proposed NuScale NHES is evaluated by using 

data from CAISO [58], ERCOT [59], and New England ISO [60] for the system’s grid demand, 

scaled down to the appropriate level. The NHES system is simulated over a one-year period and 

compared. To compare the results of the proposed hybrid system in the three cases, different 

performance criteria are chosen. These criteria include nuclear plant capacity factor, total power 

produced, percentage of total demand met, percentage of time when the demand is met, total 

number of ramping cycles, standard deviation of the nuclear power output, and the percentage of 

time needed to ramp up and down.  

 Nuclear capacity factor is defined as the total output of the nuclear plant divided by the 

maximum total output of the nuclear plant. This is computed for both the NHES and stand-alone 



reactor by integrating the nuclear output over one-year and dividing by the maximum total power 

output. The total power produced is the total amount of electricity produced by all the electrical 

generators, which is just the nuclear plant in the case of a stand-alone nuclear plant, but also include 

the gas turbine output in the hybrid system. This is computed by integrating the total power output 

for both cases over a one-year period. The percentage of total demand met is calculated as the total 

power produced divided by the total demand from the grid during the time frame of the study 

 A full ramping cycle is defined in this paper as when the control rods of the nuclear reactor 

ramps down to a local minimum and then ramps back up to a local maximum. The total number 

of ramping cycles reveal how much the nuclear reactor has to ramp up and down and thus can be 

used to compare the flexible capacity of the two scenarios. The standard deviation of the nuclear 

power output is computed by finding the standard deviation of the nuclear power output for both 

systems. This is used to compare the amount of variation of the nuclear output, and thus 

demonstrate that the proposed NHES reduces the ramping rate. Lastly the percentage of time 

needed to ramp up and down is the amount of time the NHES and the stand-alone reactor ramp up 

and down, divided by one year. This criterion is chosen to show the impact on ramping rate the 

NHES has on a nuclear power plant. 

4.1 CAISO Simulation Results 

 The simulation results for CAISO with 7-day rolling average are presented in figure 6 (a)-

(c). The results presented in Figure 6 are as follows: 6 (a): the power output of the NHES, 6 (b): 

the control rods position of the nuclear reactor, and 6 (c): the pressure inside the salt cavern.  

 

 
Figure 6. CAISO simulation results: (a) power output of NHES, (b) control rods position of the NuScale plant, and (c) pressure 

in salt cavern storage.  



 As shown in Figure 6 (a), 9 out of 12 months in 2020, the nuclear power plant of the NHES 

does not need to regulate its power output through changing its control rods position. This is due 

to the addition of the hydrogen generation and storage as well as the gas turbine cycle. This allows 

the nuclear power to run at base load even when demand is low, storing energy in the form of 

chemical energy of hydrogen inside the underground salt cavern. When demand is higher than the 

nominal capacity of the steam Rankine cycle, the stored energy can be used in the form of the gas 

turbine cycle, which takes the hydrogen out of the salt cavern and generate electricity. As a result, 

89.71% of the year, the proposed NHES is able to meet the demand from the grid without the need 

from outside sources of electricity. This can be seen in Figure 6 (a), where demand is presented in 

blue line, the total amount of electricity generated in black line, the NuScale power output in 

dashed red line and the gas turbine cycle power output is in pink line. In total, the NHES produced 

419 GWh in the year 2020, met 97.69% of the demand, and had a nuclear capacity factor of 

95.85%. 

 As shown in Figure 6 (b), from March to June, the NuScale plant has to ramp down to not 

overwhelm the grid system. This is due to the low demand from January to March, which leads to 

the increase of hydrogen inside the salt cavern. By March, the salt cavern is full, as shown in Figure 

6 (c). The low demand from March to June continues to keep the salt cavern at full capacity, which 

makes the NuScale plant to continue operating at flexible operation. In total, the NHES in the 

CAISO case has 135 ramping cycles, all are from March to June. The average nuclear power output 

is 47.88 MW, with a standard deviation of 2.156 MW. In total, the NuScale plant has to ramp up 

and down 20.14% of the year. 

 By June, the peak demand increased, and the hydrogen was taken out of the salt cavern to 

be run as fuel for the gas turbine cycle to meet the increase in demand. As seen in Figure 6 (c), by 

middle of August, the salt cavern was emptied. Yet the peak demand continues to rise throughout 

August and September, peaking in mid-August. From mid-August to mid-September, the NHES 

was not capable of meeting the demand of the grid, and additional electricity has to be bought from 

outside sources. In the year 2020, 10.29% of the year, the demand was not met, as can be seen in 

Figure 6 (a). 

4.2 ERCOT Simulation Results 

 The simulation results for ERCOT with 7-day rolling average are presented in Figure 7 (a)-

(c). The results for ERCOT are very similar to the results for CAISO, with a few minor differences. 

As shown in Figure 7 (a), the NuScale nuclear plant is able to run at baseload operations for 9 out 

of 12 months, almost the same amount of time like the CAISO case. In total, the NuScale plant 

has to ramp up and down 20.27% of the year, compared to 20.14% of the year in the CAISO case. 

The NHES produced 421 GWh of electricity, higher than the CAISO case.  



 

 
Figure 7. ERCOT simulation results: (a) power output of NHES, (b) control rods position of the NuScale plant, and (c) pressure 

in salt cavern storage.  

 However, in the ERCOT case, the NHES is only able to meet the grid demand for 83.89 % 

of the year, as can be seen in Figure 7 (a). This is because in Texas, the high grid demand peaks 

are more spread out, with a 7-day rolling average demand rises above the nominal capacity of the 

NuScale plant starting in early June, and lasting through early September. For California, the 7-

day rolling average peak demand only rises above the nominal capacity of the NuScale plant in 

early July, and ends in early September. This is shown in Figure 8. As a result, the total amount of 

demand met is slightly slower than that in CAISO: 97.14% to 97.69%.  



 

Figure 8. Grid demand comparison between CAISO and ERCOT from April to September 2020 

 Even though the demand met was less than that in the CAISO case, and the amount of time 

needed to ramp up and down is relatively the same, ERCOT has significantly fewer ramping cycles 

than CAISO. In 2020, the NHES only has 82 ramping cycles compared to 135 ramping cycles in 

CAISO. This can be attributed to two reasons: the grid demand in California can be highly 

oscillating, where there can be 2 different peak demands in a day. Whereas in Texas, the peak 

demand is less oscillating. This can be seen in Figure 9. In Figure 9, the grid demand for both 

CAISO and ERCTO from March to April is shown. The grid demand of CAISO is shown in red, 

and the demand of ERCOT is shown in blue. As can be seen in Figure 9, the demand in CAISO is 

a lot more oscillating than ERCOT, with 62 demand peaks in the CAISO case, and only 40 demand 

peaks in the ERCOT case. 

 Another reason for this difference is that the demand in ERCOT rises earlier than CAISO, 

as can be seen in Figure 8. From April to July, the 7-day rolling average of ERCOT grid demand 

is higher than CAISO grid demand. This means that the ERCOT gas turbine cycle is used more 

frequently and at higher capacity than the CAISO gas turbine cycle from April to June. This means 

that the salt cavern is less full in ERCOT than CAISO from April to June, which enables the 

ERCOT NuScale plant to run at baseload more often than the CAISO NuScale plant from April to 

June. Less frequent ramping means more nuclear capacity factor, higher average nuclear power 

output, and lower nuclear power output standard deviation: 96.27% compared to 95.85% nuclear 

capacity factor; 48.09 MW compared to 47.88 MW average nuclear output; and 1.951 MW 

compared to 2.156 MW nuclear output standard deviation. 



 

Figure 9. Demand comparison between CAISO and ERCOT 

4.3 ISO NEW ENGLAND Simulation Results 

 The results of the year-long simulation of the NHES study, with 7-day rolling average are 

shown in Figure 10 (a)-(c). According to Figure 10 (a), the NHES is capable of flexibly providing 

the required electricity to the grid demand 93% of the year, which is significantly higher than both 

ERCOT and CAISO, which stands at 89.71% and 83.89% respectively. 



 
Figure 10. ISO NEW ENGLAND simulation results 

 Figure 10 (b) shows the stability of the nuclear power plant, only needing to ramp 7.4% of 

the year, which is once again, remarkably lower than the CAISO and ERCOT cases, which are 

20.14% and 20.27% respectively. This is because for ISO NEW ENGLAND, demand is 

significantly higher at the beginning of the year compared to ERCOT and CAISO, as shown in 

Figure 11. Figure 11 shows the 7-day rolling average demand of ISO NEW ENGLAND, CAISO 

and ERCOT. As seen in Figure 11, the demand at the beginning of the year for ISO NEW 

ENGLAND is significantly higher than that of CAISO and ERCOT, with the ISO NEW 

ENGLAND demand average of 51.64 MW, compared to 42.18 MW and 40.32 MW for CAISO 

and ERCOT respectively. This is due to the necessity of heating in New England during the winter, 

where the temperature gets significantly colder than CAISO and ERCOT. This results in the need 

for extra electricity generated by the gas turbine cycle in the ISO NEW ENGLAND case. This 

means that the underground salt cavern in ISO NEW ENGLAND doesn’t get full in March, but in 

mid-April. The ISO NEW ENGLAND demand also picks up before June, reducing the amount of 

time the underground salt cavern is full. 



 

Figure 11. 7-day rolling average of grid demand for ISO NEW ENGLAND, CAISO, and ERCOT 

 Table 10 shows the results for the different criteria chosen for comparison. ISO NEW 

ENGLAND has the highest nuclear capacity factor as well as total power produced. ISO NEW 

ENGLAND meet the most demand percentage wise as well as time wise. This means that ISO 

NEW ENGLAND NuScale has the least amount of time ramping up and down, as well as the least 

number of ramping cycles. This means in a technical perspective, ISO NEW ENGLAND is the 

most beneficial location for the proposed NHES in the three locations. 

Table 7 

Summary table of comparison between the three ISO’s: ISO NEW ENGLAND, CAISO, and ERCOT. 

Parameters ISO NE CAISO ERCOT 

Nuclear capacity factor 98.3% 95.85 % 96.27 % 

Total power produced (MWh) 443 × 103 419 × 103 421 × 103 

Percentage of total demand met 98.39 % 97.69 % 97.14 % 

Percentage of time when demand is met 93  % 89.71 % 83.89 % 

Total number of cycles 39 135 82 



Standard deviation of nuclear power 

output 

0.808 MW 2.156 MW 1.951 MW 

Percentage of time ramping up and down 7.4% 20.14% 20.27 % 

5. Conclusion 

Ultimately, this integrated model makes it possible to analyze different grid demand trends to find 

which would be best suited to incorporate a Nuclear Hybrid Energy System. Based on the performance 

metrics for each of the grid demand datasets analyzed so far, this hybrid energy system would be best 

suited for the ISO New England grid. This grid had the least amount of nuclear ramping cycles (39 in 

total) while also maintaining the highest percent of total demand met (98.39%). Additionally, it had the 

highest percentage of time where grid demand was met (93%) and spent significantly less time ramping 

up and down than the other two data sets (7.4%). The simulation performed better in New England 

because the New England grid maintained a more consistent energy demand throughout the year, which 

can be seen mostly clearly in Figure 11 where demand in January and February was much higher than the 

same months in California and Texas. 

For future work it is recommended to incorporate an economic analysis into the simulation to see 

which location would be most profitable for the Hybrid energy system. Additionally, research needs to be 

done to find where available salt caverns are located to determine where the NHES is feasible.  
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